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ABSTRACT: The directed assembly of arrayed nanoparticles is demon-
strated by dictating the flow of a liquid phase filament on the nanosecond
time scale. Results for the assembly of Ni nanoparticles on SiO2 are
presented. Previously, we have implemented a sinusoidal perturbation on the
edge of a solid phase Ni, thin film strip to tailor nanoparticle assembly. Here,
a nonlinear square waveform is explored. This waveform made it possible to
expand the range of nanoparticle spacing−radius combinations attainable,
which is otherwise limited by the underlying Rayleigh−Plateau type of
instability. Simulations of full Navier−Stokes equations based on volume of
fluid method were implemented to gain further insight regarding the nature
of instability mechanism leading to particle formation in experiments.
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■ INTRODUCTION

Self-assembly provides a pathway to extend the applicability of
conventional lithography methods, such as photolithography
and electron beam lithography (EBL) beyond current
limitations. Further reductions in nanostructure spacing and
the assembly of three-dimensional architectures may be
possible with such methods. Regarding applications, well-
ordered and controlled arrays of nanoparticles in one- and two-
dimensions are becoming increasingly important for plasmonic
applications where optoelectronic device sizes could be reduced
or for use in creating plasmonic waveguides, lenses, light
generators, and switches.1 Applications also include magnetic
data storage with arrays of magnetic nanoparticles, where a
need to increase densities is apparent.1 Criteria for these
applications typically require very small and closely spaced
nanoparticles. Additionally, the ability to control the location
and size of spherical nanoparticles is of particular interest in the
catalyst community for fuel cell development.2 Catalytically
induced nanowire and nanotube growth from metallic catalyst
with controllable orientation and geometry has also been
demonstrated.3−5 Current top-down nanofabrication techni-
ques are prone to proximity limitations, and thus new methods
are being explored, including work in the self- and directed-
assembly of arrays of particles. In addition to the requirement
of small and closely spaced particles, there is a focus on creating
rounded particles, which cannot be done with current top-
down or line-of-sight deposition techniques without additional
processing.

Pulsed laser induced dewetting (PLiD) in the liquid-
phase,6−18 as well as solid-phase dewetting,19−26 of continuous
and patterned thin metallic films is one area that is actively
being explored and that holds promise for creating well order
and controlled arrays of metallic particles. Giermann and
Thompson also demonstrated ordered two-dimensional arrays
of Au particles by templating the substrate to form vias as
pockets for the diffusing metal to collect.17,22 Similarly, Sundar
et al.23 and Farzinpur et al.28 have also demonstrated the ability
to control two-dimensional particle spacings using templated
solid-phase dewetting methods. Brasjen et al. has also
demonstrated a templating method via chemically modifying
the substrate instead of a physical templating to direct the
dewetting process.25 Additionally, Fowlkes et al.,11 Wu et
al.,12,14 and Ye and Thompson20 have created interesting
nanoparticle structures and compositions with different litho-
graphically patterned geometries. Krishna et al. and Sachan et
al. recently demonstrated a self-organization of bilayer metallic
films resulting in controllable pattern characteristics.26,27 Recent
work by Cho et al. has also demonstrated the ability to fold
two-dimensionally patterned features into three-dimensional
shapes in a process similar to dewetting.28

Fowlkes et al. recently demonstrated high fidelity Ni particles
derived from thin film strips with imposed, nanoscale sinusoidal
perturbations to drive the formation of linear particle arrays by
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engaging a process similar to the Rayleigh−Plateau fluid
instability (referred to as RP instability in what follows for
simplicity).13 A central feature of the self-assembly approach is
the development of the RP fluid instability of a liquid filament
(also referred to as a rivulet) which leads to transition between
the initial solid strip and final particle ensemble.10

In this work we demonstrate directed-assembly using a
nonlinear, square waveform to yield a more diverse range of
metallic nanoparticles arrays on substrates with well-controlled
particle sizes and particle-to-particle spacing. Specifically, we
introduce the use of variable square wave synthetic
perturbations to develop highly ordered and uniform particles
in one- and two-dimensions via pulsed laser induced dewetting;
we thus use a confluence of top-down electron beam
lithographically patterned structures and the subsequent
bottom-up directed-assembly to realize geometries at or
below the resolution of the stand alone lithography pattern.
In addition, we carry out full Navier−Stokes simulations, which
provide additional insight regarding the details of the directed-
assembly observed in experiments.

■ NANOSTRUCTURE SYNTHESIS
PMMA 495 A4 was spin-coated onto a 100 nm SiOx/Si wafer at 4000
rpm for 45 s followed by a softbake at 180 °C for 2 min. The exposure
was performed using a JEOL 9300 electron beam lithography system
with a 100 kV acceleration voltage and 2 nA beam current. The
exposure dose for the patterns was 1000 μC/cm2. The exposed
patterns were developed for 100 s in MIBK/IPA at a 1:3 ratio mixture,
rinsed with IPA, and dried with N2 gas. Microwave plasma “descum”
was performed to remove any residual organics in the patterned areas.
7 ± 1 nm to 11 ± 1 nm of Ni was DC Magnetron sputtered at a rate of
3.97 nm/min. Ni is used here to demonstrate the technique, but there
are many metal/substrate combinations that are compatible for this
process. The unexposed resist was then lifted off in an acetone bath via
ultrasonication. The resulting patterns were then exposed to a 248 nm
KrF laser with an 18 ns full-width-at-half-maximum pulse widths at a
fluence of 210 ± 10 mJ/cm2 for a total of 10 noninteracting pulses at a
frequency of 5 Hz. The laser fluence is sufficient enough to melt the
nickel film for an estimated 22 ns liquid lifetime per pulse. The pulsed
laser results in rapid melting and resolidification of the patterned Ni
films and has been previously shown,10,13 the transport in the liquid
phase dominates and therefore liquid phase assembly is attributed to
the nanoparticle array formation.10

Pulsed laser induced dewetting of patterned lines with square wave
perturbations is investigated by varying the perturbation wavelength,
amplitude, and width. We also investigate the transition from one-
dimensional linear arrays to producing two-dimensional ordered arrays
of nanoparticles. Figure 1 illustrates the parameters and nomenclature
investigated for the one-dimensional square wave perturbation and
subsequent nanoparticle arrays.

■ RESULTS

Thin film strip (Figure 1, blue) melting results in the formation
of a substrate supported liquid jet, or filament (Figure 1, green),
which wets the underlying substrate. The liquid geometry that
results is of a semicylindrical cross-section characterized by its
mean radius Ro, owing to capillary forces. The cylinder is
truncated by the underlying substrate yielding a characteristic
wetting angle Θ due to interaction forces between the liquid
metal and the supporting, SiO2 film. The filament is prone to
break up (fragment) into droplets (Figure 1, red), by RP
instability mechanism, once this geometry has formed.
Filament fragmentation proceeds by the process of growth of

varicose waves that spontaneously form and grow in amplitude
in the normal direction (perpendicular to the long axis of the

filament). Such a varicose mode is shown schematically in
Figure 1 (green) superimposed on the filament itself. The
growth rate of such a varicose wave strongly depends on its
wavelength. Figure 2a shows the dispersion curve,13 capturing
this relationship, where the growth rate of a given wave is
plotted versus its wavelength. Positive values of the growth rate
correspond to unstable RP modes, while negative values (not
shown on this plot) represent stable RP modes. The
wavelength at a zero growth rate is known as the critical
wavelength for the system. For the purpose of comparison
discussed later in the paper, the growth rate units have been
omitted from the vertical axis in favor of normalizing the
dispersion curve with respect to the final spacing (blue)
histogram of the nanoparticles, showing the distribution of first
nearest neighbor spacing resulting from the melting of a
straight-edged, thin film strip. This form of overlay reveals the
close relationship between the fastest growing perturbations
(modes) (large, positive values of the dispersion curve) and the

Figure 1. Schematic of the as-deposited patterned metal thin film strip
with edge-defined square wave perturbations (blue), the liquid
filament (green) formed after nanosecond pulsed laser induced
melting and the resulting, resolidified spherical nanoparticles formed
after irradiation (red). The underlying, solid substrate is shown in
greyscale.

Figure 2. (a) The dispersion curve obtained based on the RP
instability mechanism ((red) solid curve), along with the distribution
of particle spacing obtained using line with a square wave perturbation
of Ap = 295.8 ± 5 nm, wp = 112 ± 5 nm, w = 112 ± 5 nm, λ = 300 nm,
and a thickness of 7 ± 1 nm. (b-c) SEM images of the resulting
particles from the square wave perturbed line and the unperturbed line
of equivalent volume.
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final nanoparticle spacing. We note that a liquid filament is
prone to breakup by a host of competing varicose waves as
evidenced both by the breadth of the dispersion curve around
the maximum value and the corresponding breadth of the final
pitch histogram. Peak alignment between the histogram
maximum and dispersion curve further supports the relation-
ship between final particle spacing and the perturbation growth
rate. The wavelength for which the growth rate is maximized is

a characteristic feature of the nanoparticle formation process
and is often referred to as the wavelength of maximum growth.
In the previous work, we have demonstrated the ability to

tailor the final nanoparticle spacing by imposing a specific
waveform on the liquid filament.13 This predefined waveform is
patterned onto the edge of the original thin film strip during the
EBL exposure pattern step. Remarkably, this imposed wave-
form evolves to axial modulations of the liquid filament after
the solid-to-liquid phase transformation. We have shown that
such a mode completely dictates filament fragmentation, even if
it has a relatively small growth rate relative to the maximum
growth rate predicted by the dispersion curve. Exponential
growth rates favor the evolution of any unstable mode provided
a nonvanishing amplitude is imposed. For example, the vertical,
black line indicates that the particle spacing for a square wave
strip (the perturbation amplitude (Ap) 295 nm, the
perturbation width (wp) 112 nm, the line width (w) 112 nm,
and the wavelength (λ) 300 nm) corresponds exactly to the
imposed wavelength. Figure 2b shows an SEM image of the
discrete nature of the final nanoparticle spacing derived from
the square wave, relative to a strip of the same volume
patterned without a perturbation (Figure 2c).

Square Wave Perturbations Are Explored in This
Work with the Goal of Expanding the Nanoparticle
Spacing−Volume Space Attainable by Directed Assem-
bly but Which Is Constrained by the Nature of
Rayleigh−Plateau Instability. While we previously demon-
strated that small amplitude, sinusoidal perturbations lead to

Figure 3. Comparison of simulations of dewetting evolution for 200
nm wavelength (a) square wave and (b) sinusoidal perturbations (Ap =
200 nm, wp = 112 nm, w = 112 nm, λ = 200 nm, and a thickness of 7
nm). A single perturbation period is simulated; the domain boundaries
also serve as lines of symmetry. Each box corresponds to 100 nm.

Figure 4. Comparison of simulations of dewetting evolution for 1000
nm wavelength (a) sinusoidal and (b) square wave perturbations (Ap =
200 nm, wp = 112 nm, w = 112 nm, λ = 1000 nm, and a thickness of 7
nm). One half of a perturbation period is simulated for efficiency; the
domain boundaries also serve as lines of symmetry. Each box
corresponds to 100 nm.

Figure 5. Comparison of simulations of dewetting evolution for 2000
nm wavelength (a) sinusoidal and (b) square wave perturbations (Ap =
200 nm, wp = 112 nm, w = 112 nm, λ = 2000 nm, and a thickness of 7
nm). A single perturbation period is simulated; the domain boundaries
also serve as lines of symmetry. Each box corresponds to 100 nm.

Figure 6. SEM images of the experimental evolution of the pinch-off
and final particle distribution of the square wave perturbations as a
function of the number of pulses at 160 mJ/cm2 (Ap = 200 nm, wp =
112 nm, w = 112 nm, and a thickness of 7 nm) for (a) λ = 200 nm, (b)
λ = 1000 nm, and (c) λ = 2000 nm.
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directed-assembly, nanoparticle spacings below the critical
wavelength of the dispersion curve are forbidden because
modes in this wavelength range are stable, e.g., ∼<250 nm in
Figure 2a (where the red dispersion curve intersects the x-axis).
Stable modes essentially disappear with time. Here, we attempt
to avoid this limitation and produce nanoparticles within the
‘forbidden’ range set by the RP model, by imposing larger,
nonlinear waveforms on the initial strip edge. It should be
noted, however, that the waveform itself contributes signifi-
cantly to the total filament volume. Thus, it is not obvious how
to define a “filament” radius and hence estimate the dispersion

curve. As a baseline for comparison with the RP predictions, we
have chosen to define an “effective filament radius”, Ref f, which
assumes that the volume of metal (V) contained within one
strip λ is converted into a filament. The effective filament radius
is related to the wetting angle of the filament, the wavelength of
the strip perturbation, and the volume:

λ θ θ θ
=

−
R

V
( sin cos )eff

(1)

Subsequently, the RP dispersion curve is calculated based on
Ref f. It should be understood that assertions made regarding the
stability of the effective filament are made within the context of

Figure 7. (a) Distance between nanoparticles (center-to-center) as a
function of the perturbation wavelength for different perturbation
amplitudes for initial strip of a thickness of 7 ± 1 nm. The dashed
black line corresponds to the spacing of particles at the node locations
only. The solid black line corresponds to the spacing for particles at
the node locations and at the midpoint between the perturbations.
The solid red line corresponds to the RP distribution on the right axis.
(b-m) SEM images of initial and final configurations. (b-c) λ = 2 μm.
(d-e) λ = 1.5 μm. (f-g) λ = 1.2 μm. (h-i) λ = 800 nm. (j-k) λ = 500 nm.
(l-m) λ = 200 nm.

Figure 8. Node and satellite particle radii as a function of the
perturbation wavelength for different perturbation amplitudes (Ap =
100 nm, 197.5 nm, and 295.8 nm) for a film thickness of 7 ± 1 nm.

Figure 9. SEM images of the amplitude of the perturbation and the
resulting nanoparticle array for a film thickness of 7 ± 1 nm and λ =
300 nm. (a-b) Ap = 100.0 nm. (c-d) Ap = 197.5 nm. (e-f) Ap = 295.8
nm. (g-h) Ap = 393.2 nm. (i-j) Ap = 490.0 nm.

Figure 10. SEM images of pulsed laser induced particle arrays from
square wave perturbations (λ = 300 ± 5 nm, Ap = 295.8 ± 5 nm, and a
11 ± 1 nm thickness) with a variable perturbation width. (a) wp = 27
± 5 nm, (b) wp = 61 ± 5 nm, (c) wp = 81 ± 5 nm, (d) wp = 112 ± 5
nm, (e) wp = 132 ± 5 nm, (f) wp = 160.5 ± 5 nm, (g) wp = 181 ± 5
nm, and (h) wp = 205 ± 5 nm. (i) Particle radii and edge-to-edge
particle spacing as a function of perturbation amplitude for different
perturbation widths. (j) Dimensionless plasmonic coupling parameter
as a function of the perturbation amplitude for different perturbation
widths.
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the RP theory while mindful that the underlying physics may
deviate owing to the nonlinear waveform imposed. Thus, the
RP mechanism is used only as a reference frame through which
results may be interpreted.
Further insight regarding evolution of dewetting can be

obtained by simulations. For this purpose, we have used a
volume-of-fluid (VoF) based flow solver, implemented in an
open source package.29,30 VoF solvers have been used
previously to successfully predict the breakup of thin films
into arrays of axisymmetric particles.31 Briefly, we numerically
solve the incompressible, Newtonian, two-phase Navier−Stokes
equations with surface tension in three dimensions using the
material parameters corresponding to the experimental ones. A
Navier slip boundary condition (with slip length of 60 nm) has
been used at the metal/solid interface. More details about
implementation of VoF in the context of liquid metals can be
found in Afkhami and Kondic.32 In the present work, we use
the simulations in particular to analyze in more detail the
differences between sinusoidal and square-wave perturbations.
The comparison is carried out by considering a constant film
thickness of 7 nm for perturbation wavelengths of 200 nm,
1000 nm, and 2000 nm. The simulations with either sinusoidal
or square wave perturbations assume the same (constant) fluid
volume, and therefore different amplitudes and central strip
widths are necessary for geometrical reasons. Figures 3, 4, and 5
show the results of simulations. For the short wavelength
(Figure 3), no discernible difference is observed, but for longer
wavelengths (Figures 4 and 5) a distinct difference in the
evolution is found. For the sinusoidal perturbations, retraction
of the peak is observed, and the time scale for the initial
filament pinch-off is much slower. Interestingly, the pinch-off
occurs at the sinusoid trough and axial retraction and secondary
particles form depending on the wavelength. For the square

wave, the pinch-off occurs at the node (near the perturbation
itself), and then the remaining fluid flows away from the node
particle. We note that the secondary particle distribution differs
for the sinusoidal perturbation versus the equal-volume square
wave. Figure 4 shows that the square wave perturbation
maintains a periodic array in the 1000 nm wavelength case,
while the sinusoidal perturbation results in a single particle at
the peak and multiple small particles in between. For the 2000
nm wavelength (Figure 5) again the initial pinch-off occurs in
the peak region for the square wave and the trough for the
sinusoidal perturbation and the number and size of the
secondary particles are different. For comparison, Figure 6
shows SEM images of the evolution of the square wave
perturbations with wavelengths of 200 nm, 1000 nm, and 2000
nm. Excellent agreement is observed between simulations and
experiments with both the time and location of the initial
filament pinch-off as well as the final particle distribution.
Additionally, the simulations of the sinusoidal perturbations
shown in Figures 3, 4, and 5 agree well with experimental
observations of the breakup from ref 33, with albeit slightly
different geometries.
Subsequent to the time-dependent study, we investigate in

more detail the resultant nanoparticle assembly as a function of
various square wave parameters. Figure 7b-m shows SEM
images of nanoparticle arrays obtained by imposing different
square wave perturbation wavelengths. At short wavelengths,
the nanoparticle arrays consist of a single particle correlated to
the square wave perturbation location (node), while at longer
wavelengths secondary particles of variable size begin forming
between the nodes, thus enabling the ability to define
nanoparticles below the resolution limits of EBL. The size of
these satellite particles grows with increasing perturbation
wavelength. We note that the RP instability has been known to

Figure 11. (a) SEM image of the resulting nanoparticle array from a two-dimensional mesh structure with a line width of w = 129 ± 5 nm, a pitch of
λ = 200 ± 5 nm in both dimensions, and a 7 ± 1 nm thickness. (b) Particle radii and particle pitch histograms from a 10 μm × 10 μm area of the
array shown in (a). (c) Spatial Correlation Function results of the array shown in (a).
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yield satellite droplets in the case of a fluid jet suspended in
vapor,34 or for millimeter sized glycerin filaments,35 consistent
with our observations. The transition to more than one particle
per perturbation wavelength is observed as the wavelength
approaches two times that of the mode of maximum growth
(λm) from the RP instability. The initial stages of this process
are observed as small satellite particles that form between the
node particles even at short wavelengths. As the perturbation
wavelength increases even further, dispersion in the internodal
particles increases as the natural RP instability is observed.
Figure 7a shows the average particle spacing or pitch of 90 μm
long strips as a function of the perturbation wavelength for
different perturbation amplitudes. The dashed and solid lines in
Figure 7a illustrate one and two particles per perturbation,
respectively, as a function of the perturbation wavelength.
Figure 7 also shows the RP dispersion curve (red curve
corresponding to the right vertical axis) as a function of
wavelength for an unperturbed line with equivalent volume for
the 112 ± 5 nm wide and 296 ± 5 nm tall perturbations. The
comparison demonstrates our ability to achieve particle spacing
in the “stable” RP regime as well as control precisely the
particle spacing even at wavelengths which are very close to the
critical one (where stability according to RP mechanism
changes from stable to unstable).
Figure 8 shows the average particle size as a function of the

perturbation wavelength for various perturbation amplitudes.
As discussed above, at short wavelengths no satellite particles
are observed. As the perturbation wavelength is increased,
satellite particles begin to form; at this point no change in the
node particle size is observed. The constant size of the node
particle is due to the instability of the square wave perturbation.
Since the time scale is much faster for the synthetic instability,
the node particles are formed first, and the size is dictated by
the volume of the perturbation (amplitude in this case). At
short wavelengths the node particle size varies to a certain
degree because of the competition for material from adjacent
nodes. When the nodes are sufficiently far apart to form a
satellite particle, they saturate at a critical size. At longer
wavelengths the satellite particles continue to grow until the
distance between the nodes is large enough (λ > 1.2 μm) to
form multiple particles, as expected based on RP instability
mechanism. The process leading to formation of satellite
droplets is clearly seen in the simulation results as well. In
particular, the simulations confirm the difference in the time
scales regarding formation of node particles versus slower
process of satellite formation (see Figures 4 and 5).
In addition to controlling the particle spacing, the particle

size is also of significant importance. For fixed center-to-center
particle spacing the edge-to-edge spacing of the particles can be
adjusted by changing the size of the resulting particles. The
patterned square wave approach allows for particle size
adjustments by modifying the baseline width, the film thickness,
perturbation amplitude, or perturbation width, defined in
Figure 1. In the present work, we will concentrate on changing
the amplitude and width of the square wave to explore the
limits of how large these quantities can be while still forming a
one-dimensional array of particles. Based on RP instability
mechanism, now applied to a perturbation itself, we expect that
there are limits on the relative size of these quantities that still
results in a single particle in the direction perpendicular to the
strip itself (Ap < λm). Since λm is related to the line width and
thickness for a line the same can be assumed for the
perturbation since the geometry of the perturbation is similar

to a line. Based on this assumption, the maximum perturbation
amplitude can increase as the perturbation width increases
(mitigating breakup along the direction perpendicular to the
filament axis). Based on this qualitative argument, we
demonstrate how the perturbation amplitude changes the
resulting particle properties.
Figure 9 shows SEM images of particle arrays for fixed

perturbation width of 112 ± 5 nm and wavelength of 300 ± 5
nm, while the perturbation amplitude is varied from 100 ± 5
nm to 512 ± 5 nm. The resulting particles maintain a fixed
pitch, while the particle size varies due to the change of the
perturbation volume. When the amplitude becomes too large
(>300 nm), multiple particles form along the perturbation axis.
Within the limit of available amplitudes we then investigate the
role that the combined amplitude and perturbation width has
on the particle sizes.
For the discussed applications of these one-dimensional

arrays of particles, the goal is to create closely spaced particles.
To explore how close we can obtain particles within an array we
vary the perturbation width in addition to the perturbation
amplitude, and in particular we introduce additional volume
with the goal of creating larger particles at a fixed perturbation
wavelength. In these experiments the film thickness is 11 ± 1
nm. This increased thickness also increases the volume and
results in larger particles. Additionally, the increased thickness
is expected to increase the critical wavelength, therefore limiting
how short our perturbation wavelength can be. In this
experiment we fix the perturbation wavelength at 300 nm
and the perturbation amplitude at 300 nm and vary the
perturbation width to explore how small we could tune the
edge-to-edge particle distance. Figure 10a-h shows SEM images
of particle arrays for fixed perturbation amplitude and
wavelength with varying perturbation width. Similarly to the
perturbation amplitude, with increasing perturbation width the
particle pitch remains constant while the particle size increases,
resulting in closer spaced particles. Figure 10i shows the
average particle size and edge-to-edge spacing as a function of
the perturbation amplitude for multiple perturbation widths.
For many applications both the particle size and spacing are

of interest. Plasmonic coupling in particular has been shown to
occur between two Au nanoparticles when the spacing is less
than 2.5 times the diameter of the particle.36 To determine the
quality (combination of both size and spacing) we introduce
the following parameter of merit

ε ≡ × d g2.5 / ([2])

where d is the particle diameter, and g is the length of the gap
between particles (pitch minus diameter). Figure 10j shows ε as
a function of amplitude for various perturbation widths. The
increased perturbation amplitude and width result in increases
in particle size and a minimum spacing on the order of 10 ± 4
nm. An ε of greater than 1 is expected to exhibit plasmonic
coupling between two particles.
With understanding of the dewetting behavior of these one-

dimensional patterns, the basic principles can be extended to a
two-dimensional array of nanoparticles by intersecting the one-
dimensional arrays. Figure 11 shows an SEM image of the two-
dimensional array of nanoparticles along with a histogram of
the particle size and spacing as well as the spatial correlation
function of the image. The image of the spatial correlation
function in Figure 11c demonstrates the symmetry and order of
the 2-dimensional particle array shown in Figure 11a.
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■ CONCLUSIONS
Square wave perturbations of varying width and amplitude are
used to produce highly ordered one-dimensional arrays of
nickel particles with excellent control over the particle size and
pitch that is below the one obtained by traditional top-down
methods. Both experiments and simulations of Navier−Stokes
equations show that the mechanism leading to formation of the
particle arrays is influenced strongly by the geometrical
properties of the imposed perturbations. Translation to two-
dimensional arrays is also demonstrated for a subset of the
variables considered in the one-dimensional case.
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